Estimating Hospital Deaths Due to Medical Errors
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The number of deaths in US hospitals that are reportedly due to medical errors is disturbingly high. A recent Institute of Medicine report quoted rates estimating that medical errors kill between 44000 and 98000 people a year in US hospitals.1 These widely quoted statistics have helped create initiatives directed at patient safety throughout the United States. The numbers are undeniably startling; they suggest that more Americans are killed in US hospitals every 6 months than died in the entire Vietnam War, and some have compared the alleged rate to 3 fully loaded jumbo jets crashing every other day.2 Widely disseminated quotes include, “medical mistakes kill 180000 people a year in US hospitals”3 and “medical errors may be the 5th leading cause of death.”4 If these inferences are correct, the health care system is a public health menace of epidemic proportions.

These statistics are generally based on peer review using structured implicit review instruments. Physicians are trained to review hospital medical records and give their opinion on the occurrence of adverse events and the quality of hospital care and its impact on patient outcomes. Although the wording of the question used to assess hospital deaths has differed somewhat among studies, the studies have produced very similar conclusions. Perhaps the most often quoted study is the Harvard Medical Practice Study, which assessed negligence related to adverse events, including deaths, in New York.5 However, several other studies have asked whether deaths would have been preventable by optimal quality of care1-6-9 and have found similar results.

Context Studies using physician implicit review have suggested that the number of deaths due to medical errors in US hospitals is extremely high. However, some have questioned the validity of these estimates.

Objective To examine the reliability of reviewer ratings of medical error and the implications of a death described as “preventable by better care” in terms of the probability of immediate and short-term survival if care had been optimal.


Setting and Participants Fourteen board-certified, trained internists used a previously tested structured implicit review instrument to conduct 383 reviews of 111 hospital deaths at 7 Department of Veterans Affairs medical centers, oversampling for markers previously found to be associated with high rates of preventable deaths. Patients considered terminally ill who received comfort care only were excluded.

Main Outcome Measures Reviewer estimates of whether deaths could have been prevented by optimal care (rated on a 5-point scale) and of the probability that patients would have lived to discharge or for 3 months or more if care had been optimal (rated from 0%-100%).

Results Similar to previous studies, almost a quarter (22.7%) of active-care patient deaths were rated as at least possibly preventable by optimal care, with 6.0% rated as probably or definitely preventable. Interrater reliability for these ratings was also similar to previous studies (0.34 for 2 reviewers). The reviewers’ estimates of the percentage of patients who would have left the hospital alive had optimal care been provided was 6.0% (95% confidence interval [CI], 3.4%-8.6%). However, after considering 3-month prognosis and adjusting for the variability and skewness of reviewers’ ratings, clinicians estimated that only 0.5% (95% CI, 0.3%-0.7%) of patients who died would have lived 3 months or more in good cognitive health if care had been optimal, representing roughly 1 patient per 10000 admissions to the study hospitals.

Conclusions Medical errors are a major concern regardless of patients’ life expectancies, but our study suggests that previous interpretations of medical error statistics are probably misleading. Our data place the estimates of preventable deaths in context, pointing out the limitations of this means of identifying medical errors and assessing their potential implications for patient outcomes.
In an exchange about the validity of these estimates,10,11 McDonald et al argued on theoretical grounds that these statistics are likely overestimates. They were particularly concerned about the lack of consideration of the expected risk of death in the absence of the medical error. Indeed, these statistics have often been quoted without regard to cautions by the authors of the original reports, who note that physician reviewers do not believe necessarily that 100% of these deaths would be prevented if care were optimal.12 So, the questions remain: When a reviewer classifies a death as definitely or probably preventable or due to medical errors, is there a 90% chance or a 10% chance that a death would have actually been prevented if care had been optimal? How long would patients have lived if care had been optimal? How does the interrater reliability of reviewers’ ratings affect these estimates? To examine these questions, we trained physician reviewers to assess medical records and identify medical errors documented in the care of patients who died at 7 Department of Veterans Affairs (VA) medical centers and asked reviewers to estimate the probability that these deaths could have been prevented by optimal medical care.

METHODS

A total of 4198 patients died at the 7 VA medical centers from 1995 to 1996 and were identified through a uniform hospital discharge data set. Cases with hospital-acquired renal failure, hyperkalemia, hypokalemia, hyponatremia, or digoxin toxicity were identified through the computerized laboratory system at each facility and were oversampled (representing 101 deaths [56%; Figure]), since previous research and a pilot study suggested that fluid and electrolyte abnormalities and drug toxicities have a higher rate of preventable death.17,18 Random selection of these cases was stratified by hospital. A total of 201 cases were sampled and 179 (89%) were available for review. Initial screening was done by one of us (T.P.H.) and excluded 66 (37%) of the 179 patients who had died because they had been admitted for end-of-life comfort care. Of the 113 cases reviewed, 2 were excluded from analyses because it was unclear if death occurred during the acute inpatient stay. Study facilities ranged from those that had very close university affiliations to those that had no or only a loose university affiliation and ranged in size from about 3000 admissions per year to more than 13000 admissions per year.

Fourteen board-certified internists with extensive experience in inpatient medicine were trained in the use of the implicit review instrument, reviewed sample charts, and discussed these reviews. After training established that the reviewers understood the review instrument and that disagreements were based on differences in opinion, not differences in understanding of the review instrument or overlooking information available in the chart, reviewers were allowed to review actual study charts.

Reviewers were blinded to the study question addressed in this article and which charts were selected for duplicate, independent review. Individual reviewers never reviewed the same chart twice and reviewers never reviewed charts of patients they had cared for. All charts were assigned to reviewers in a systematic fashion, with reviewers and those assigning charts blinded to results from previous reviews. Evidence of unbiased chart assignment includes no evidence of a substantial reviewer or temporal effect (meaning that average ratings of preventability did not significantly vary by individual reviewer or whether a review occurred earlier or later in the study period). The sample consisted of 383 reviews of 111 cases with 62 cases undergoing duplicate review, of which 33 had 2 reviews, 6 had 3 to 4 reviews, 8 had 7 to 8 reviews, 11 had 11 to 12 reviews, and 4 had 14 reviews. Of these, 35 cases had undergone duplicate review as part of a larger study on interrater reliability.13

The review instrument has been described previously6 and is summarized briefly herein. In structured implicit review, reviewers are asked a series of questions about specific aspects of care, such as “the timeliness of diagnostic evaluation for presenting problem(s)”. Near the end of the review, the reviewers for our study were asked, “Was the patient’s death preventable by better quality of care?” and, in a separate question, were asked to rate the “overall quality of medical care.” The structured approach focuses the reviewer on different aspects of care and is believed to make the reviews more valid and reliable.5,6,8,9,14-18

The question on preventable death was rated on a 5-point scale (1 = definitely; 2 = probably; 3 = uncertain; 4 = probably not; 5 = definitely not). The reviewers were also asked, “What do you estimate the likelihood of the prevention of death to be if care had been optimal?” rated from 0% to 100%. They were also asked to rate the probability, if care had been optimal, of the patient having left the hospital alive and having lived 3 months or more, and to estimate the probability that the patient would have had “good physical functioning” and “good cognitive functioning.” The reviewers were told that good functioning corresponded to a level of function that would “allow a reasonable quality
of life and meaningful social functioning.” Reviewers were instructed, when assessing “better” or “optimal” care, not to use hindsight to second-guess reasonable clinical judgments but to focus on care that falls below standard of care. Furthermore, they were instructed not to be concerned about who was at fault or whether other aspects of care were good and were told that system errors, in which no single individual was at fault, should still be rated as errors.

Statistical Analysis

The reliability of reviewer ratings (ie, interrater reliability) was assessed by the intraclass correlation coefficient, derived from the within- and between-group variation in the hierarchical analyses.13,19,20 The hierarchical model accounted for the unbalanced design (not all reviewers had reviewed all charts) and for the clustering of reviews by patient.13,19,20 Rather than try to “resolve” disagreements by discussion, which previous research suggests is a flawed approach,13 we examined the pattern of disagreements. The estimated number of preventable deaths was obtained by a weighted sum of each reviewer’s estimate of survival to hospital discharge. The weights account for the number of reviews per patient and the sampling probabilities of each case. The SEs were adjusted for the clustering of reviews by patient. These analyses and the 95% confidence intervals (CIs) reflect the statistical power of our overall sampling frame, including the stratified random sampling of charts, the number of total charts reviewed, the number of charts that had duplicate reviews, and the total number of duplicate reviews. For all estimates of rates at the 7 hospitals, sampling weights were used to correct estimates for oversampling cases with hospital-acquired laboratory abnormalities and by hospital (Figure), although unadjusted data are also reported for the main results.

We conducted a Monte Carlo simulation of the effect of interrater reliability on estimates of the preventability of deaths. We estimated the expected mean and median reviewer estimates of preventability, simulating 100 reviewers per case by drawing repeatedly from the distribution of all estimated parameters in the random-effects hierarchical model used to estimate interrater reliability. The log odds of the reviewer estimates of preventability were normally distributed. Further details of the simulation are available from the authors. Analyses were conducted using Stata version 7.0 (Stata Corp, College Station, Tex) and MLwin version 1.02.002 (Multilevel Models Project, Institute of Education, London, England).

RESULTS

Characteristics of the patients who died in the hospital and were included in this study are shown in Table 1. The mean patient age at the time of death was 69 years but varied widely (SD, 11 years; range, 32-95 years). Although 67.6% of patients (n = 75) had a do-not-resuscitate order at the time of death, only 13.3% had one within the first 2 days of admission.

Among the 383 reviews of the 111 deaths, overall care was rated as substandard in 7.0% of reviews and 6.0% of deaths. Care was rated as borderline in an additional 14.1% of reviews and 10.2% of deaths. Deaths were rated as having at least uncertain or possible preventability in 25.6% of reviews and 22.7% of deaths. Deaths were rated as definitely or probably preventable in 8.6% of reviews and 6.0% of deaths. These rates of reported quality and preventable deaths are similar to those found in previous reports.5,7,9,13,15 The interrater reliability of ratings of whether deaths were related to errors was also similar to previous studies (intraclass correlation coefficient = 0.34 for 2 reviewers compared with 0.24 in the Harvard Medical Practice Study).5,9,13,14,22

Although our study found an interrater reliability that is comparable with or better than that in most previous reports, it is not high. If one reviewer rated a death as definitely or probably preventable, the probability that the next reviewer would rate that case as definitely not preventable (18%) was actually slightly higher than the probability that the second reviewer would agree with the first (16%). (The probability that the next reviewer would rate the death as possibly preventable was 18%).

Table 2 shows the expected mean and median ratings of simulated reviewers for the 111 cases, produced by Monte Carlo simulation. Several results should be noted. First, the average rating of the probability of the patient leaving the hospital alive given optimal care did not differ substantially by quartile of preventability (estimated mean predicted preventability in the highest quartile of patients, 8.3%, and in the lowest quartile, 3.9%). Second, the mean estimates of preventable deaths were heavily influenced by outlier opinions of reviewers who believed that a major error had occurred, creating skewness, as shown by the median estimate of preventability being much lower than the mean estimate. For example, for the quartile of deaths with the highest preventability ratings, the median simulated reviewer would rate the probability of preventability as being only 2.2%, whereas the mean rate of 8.3% probability is heavily influenced by the 13.9% of reviewers who felt that optimal care had a greater than 50% chance of preventing the death (Table 2). Finally, even cases that were rated as having the lowest preventability still had some aspects of care that were rated as problematic by many reviewers. For example, for deaths in the lowest quartile of estimated preventability, the simulated mean rating
Table 2. Influence of Interrater Reliability and Skewness on Estimates of Preventability of Death*

<table>
<thead>
<tr>
<th>Patient Quartiles of Estimated Preventability</th>
<th>Stimulated Average Reviewer Report of Probability That Patient Would Have Left Hospital Alive With Optimal Care</th>
<th>Estimated</th>
<th>Estimated</th>
<th>% of Reviewers Who Rated Preventability as &gt;50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartile 1 (25% of cases with lowest predicted preventability)</td>
<td></td>
<td>3.9</td>
<td>0.7</td>
<td>5.5</td>
</tr>
<tr>
<td>Quartile 2</td>
<td></td>
<td>4.9</td>
<td>1.0</td>
<td>8.3</td>
</tr>
<tr>
<td>Quartile 3</td>
<td></td>
<td>6.2</td>
<td>1.4</td>
<td>10.3</td>
</tr>
<tr>
<td>Quartile 4 (25% of cases with highest predicted preventability)</td>
<td></td>
<td>8.3</td>
<td>2.2</td>
<td>13.9</td>
</tr>
</tbody>
</table>

*Estimates are based on a Monte Carlo simulation using the level of reliability found in the hierarchical regression of 383 physician implicit reviews of 111 active-care deaths. This simulation gives the estimated results, based on the observed reliability, if 100 reviewers had reviewed each case.

Table 3. Reviewers’ Estimates of Patient Prognosis and Probability That Death Was Preventable by Optimal Care

<table>
<thead>
<tr>
<th>Active-Care Deaths</th>
<th>Preventable Deaths per 10 000 Admissions†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated as at least possibly preventable (unadjusted)</td>
<td>22.7 (13.5-31.8)#</td>
</tr>
<tr>
<td>Adjusted for probability of leaving the hospital alive</td>
<td>6.0 (3.4-8.6)§</td>
</tr>
<tr>
<td>Adjusted for probability of leaving the hospital and Reliability and skewness of reviews</td>
<td>1.3 (1.0-1.5)</td>
</tr>
<tr>
<td>Reliability and probability of living ≤3 mo in good cognitive health</td>
<td>0.5 (0.3-0.7)</td>
</tr>
</tbody>
</table>

*Estimates are based on 383 physician implicit reviews of 111 active-care deaths.
†Estimates are based on the overall mortality rate at study hospitals, the percentage of deaths that received active care, and the 95% confidence intervals of the preventable death estimates.
§Unweighted results showed that 98 (25.6%) of 383 reviews rated death as at least possibly preventable.5-7,9,15,23

was that optimal care would have had a 3.9% probability of preventing death and 5.5% of reviewers thought that optimal care would have reduced the chance of death by more than 50%. These findings suggest that given enough reviewers, almost all active-care deaths would have some reviewers who believe that an error caused the death, but they would usually represent an outlier opinion.

Table 3 demonstrates the impact of adjusting for various sources of potential error in estimating preventable deaths. While 22.7% of deaths reviewed (unweighted, unadjusted estimate [SD], 20.2% [21%]) were estimated as being at least possibly preventable by optimal care, the mean reviewer estimate (for all cases) was that optimal care would have resulted in only 6.0% of patients leaving the hospital alive (unweighted, unadjusted estimate [SD], 6.4% [14%]; Table 3). The estimate was lower when discharge from the hospital was taken into account because when reviewers rated a case as at least possibly preventable, these same reviewers reported, on average, that there was only a 20% (95% CI, 12%-27%) chance that these patients would have left the hospital alive if care had been optimal (unweighted, unadjusted estimate [SD], 20% [21%]). Even when the analysis was limited to only those cases rated as definitely or probably preventable, the mean reviewer estimate of the likelihood that these patients would have left the hospital alive given optimal care was 43% (95% CI, 35%-51%; unweighted, unadjusted estimate [SD], 39% [24%]). Therefore, when a reviewer rated a death as “preventable,” that physician reviewer believed that optimal care would have prevented the death and the patient would have survived to discharge less than half of the time.

Table 3 also shows the effect of adjusting the overall estimates for the variability and skewness in reviewer ratings. Using the estimated median rating, rather than the mean, to adjust for the reliability and skewness of reviewer ratings reduces the estimate that the death could have been prevented from 6.0% to 1.3%. Finally, past studies have not considered the underlying prognosis and health of the patients who died. Reviewers estimated that only about one third of the patients judged to survive to discharge with optimal care would have been expected to live 3 months or longer in good cognitive health, or 0.5% of all deaths (Table 3). This would suggest, based on these physician reviews, that optimal care at the study hospitals would result in roughly 1 additional patient of every 10 000 admissions living 3 months or more in good cognitive health.

COMMENT

Studies using implicit review to estimate the impact of medical errors on hospital deaths have been widely quoted and have generated national policy proposals and debate. Our reviewers estimated similar numbers of preventable deaths as that of previous studies, including rating almost a quarter of hospital deaths as at least possibly preventable.5-7,9,15,23 However, this is the first study to our knowledge to question reviewers about the likelihood of death in the absence of the error, to examine the patients’ underlying short-term prognosis, and to consider the effect of variability in reviewers’ ratings on these estimates.

As predicted on theoretical grounds,10-12,24 many deaths reportedly due to medical errors occur at the end of life or in critically ill patients in whom death was the most likely outcome, either during that hospitaliza-
tion or in the coming months, regardless of the care received. However, this was not the only—or even the largest—source of potential overestimation. Previously, most have framed ratings of preventable deaths as a phenomenon in which a small but palpable number of deaths have clear errors that are being reliably rated as causing death. Our results suggest that this view is incorrect—that if many reviewers evaluate charts for preventable deaths, in most cases some reviewers will strongly believe that death could have been avoided by different care; however, most of the “errors” identified in implicit chart review appear to represent outlier opinions in cases in which the median reviewer believed either that an error did not occur or that it had little or no effect on the outcome.

These results do not suggest that medical errors are unimportant. Simply because implicit review suggests that errors may rarely result in preventable deaths does not excuse mistakes or suggest that they are inconsequential. First, we only evaluated the fatal complications; morbidity due to medical errors and the resultant costs are undoubtedly manyfold greater than the number of preventable deaths.1,5,11,23 Second, this study did not evaluate errors after hospital discharge or in the outpatient setting, and many hospital errors are likely unidentifiable in the medical record.11 Third, whether errors warrant systems changes should not be based on the overall impact of all errors but, rather, on a careful examination of specific errors and the effectiveness and costs of a policy directed at error prevention. There are other reasons to be cautious in interpreting our study’s results. These VA hospitals cannot be assumed to be representative of US hospitals in general. If these hospitals cared for sicker patients or have better-than-average quality and patient care, the number of preventable deaths could be underestimated. Although the overall mortality rates and the preventable death rate estimates are very similar to those in previous studies, VA hospitals do tend to care for sicker and older patients, and this could have affected our results related to short-term survival. However, this would not affect the adjustment of estimates for reviewer reliability and skewness, and it was this source of overestimation that had the largest effect on the preventable death estimates in our study (Table 3).

Although our study helps clarify some issues regarding medical errors, whether physician reviewers can accurately make such assessments from the medical record remains uncertain. Our study uses the same basic methods as previous studies, structured implicit review, and suggests that if this is accepted as a valid way of addressing this issue, statistics taken from previous studies are probably overestimated. We agree with investigators10,12,24 who note that we must be very cautious in making causal assertions from retrospective reviews. However, we are not confident that currently available instruments to adjust for severity of illness are adequate to assess the overall impact of medical errors on outcomes (although severity adjustment and rigorous methods may help produce estimates for specific processes of care).9 Given the complexity of hospital care, in the foreseeable future implicit review may be the best source of estimating the overall impact of errors.

Implicit review could underestimate medical errors. Reviewers may be reluctant to second-guess the care of fellow clinicians, and many errors may not be documented in the medical record or identifiable by chart review.11,25,26 Our study also may overestimate the consequences of medical errors. First, although we instructed our reviewers to not second-guess reasonable clinical judgments, hindsight bias is part of human nature27 and empirical evidence exists that this occurs in physician implicit review.28 Unlike the clinicians who cared for these patients, our chart reviewers had the advantage of knowing the final diagnoses and outcomes. Chart reviewers may consciously or subconsciously allow this privileged knowledge to result in second-guessing reasonable decisions and inflate the true merits of alternative choices and decisions. Another possible bias for reviewers’ estimates is that physicians tend to overestimate how long sick patients will live, often dramatically so29-33 although the previous studies were conducted on physicians who were providing care to the patients,20-33 if our chart reviewers, who did not know the patients, similarly overestimated the probability of short-term survival, this would result in further overestimation of the impact of optimal care on truly preventable deaths.

The statistics on preventable deaths have captured the public’s attention and, to the extent that the current patient safety initiative fosters an efficient and effective approach to error reduction, it has great promise to improve the health care system and produce positive outcomes. However, as demonstrated by this study, the statistics that brought much of this attention do not support the tenet that hospitals are unsafe for patients, as some interpretations of these statistics have suggested. Furthermore, while some well-publicized cases have been patients with long life expectancies, if our results can be generalized to other hospitals, they suggest that most of the cases that make up the dramatic statistics occur in substantially different situations. While deaths due to medical errors are still extremely important even when patients have very short life expectancies, the correct understanding of these errors may differ substantially from how they have been publicly portrayed to date.

Our study also suggests that finding patterns of care that result in truly preventable deaths may prove more difficult than previously believed. It is sometimes implied that the egregious errors that make the media headlines (like unintentionally amputating the wrong leg) are representative of the types of errors found in implicit review studies. If that were true, the intrarater reliability of implicit review should be much greater than 0.25 for 2 reviewers. In all general medical and surgical chart review studies to date,5,7,9,11-12 reviewers have had a difficult time agreeing on whether an error caused an adverse event or even on whether something was an error at all.
Reviewer agreement is usually even worse when specific processes of care are evaluated (as opposed to overall care) and attempts at improving the true reliability of implicit review by discussion between reviewers have been unsuccessful. Under such circumstances, finding patterns can prove difficult, and trying to fix problems in complex settings using hindsight and anecdotes can lead to changes that may increase, not decrease, errors. Finally, these results have direct implications for using risk-adjusted hospital mortality rates to assess hospital quality. Past research suggests that the correlation between ratings of “preventable deaths” and actual prevention of deaths would have to be very high for disease-specific hospital mortality rates to be an accurate measure of hospital quality.

In conclusion, we found that our physician reviewers often reported medical errors and frequently reported deaths as being preventable by better care (at a rate similar to previous studies). However, 3 caveats were identified that have implications for preventable deaths: (1) the probability that the error actually caused the death was often considered to be low; (2) reviewer assessment of errors had poor reliability and was usually skewed; and (3) the underlying short-term prognosis of the person who died was often judged to be very limited. Medical errors are undoubtedly common and contribute to many adverse outcomes. However, if our results can be generalized to other hospitals, the statistics on deaths due to medical errors do not accurately reflect the view of most physician chart reviewers. Our results suggest that these statistics are probably unreliable and have substantially different implications than has been implied in the media and others. Most importantly, this study demonstrates the limitations of this means of identifying errors and highlights that caution is warranted when establishing causal relationships between errors and patient outcomes.
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